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Do Gun Buy-backs Save Lives? 
Evidence from Time Series Variation 
Christine Neill∗ and Andrew Leigh** 

Abstract 

Three recent papers have examined the effect of a national tightening of firearm 
legislation and gun buy-back in Australia in 1996-1997 on firearm and non-firearm death 
rates. Despite analysing almost the same data, the three papers reach rather different 
conclusions. In this article, we highlight key methodological concerns with the papers. 
We also make some judgments as to the evidence on the effectiveness of the Australian 
legislation. Drawing strong conclusions from simple time series analysis is not warranted, 
but to the extent that this evidence points anywhere, it is towards the firearms buy-back 
reducing gun deaths. 

Introduction 

Understanding the relationship between firearms availability and gun deaths is critical for 
policy makers around the world. Australia’s 1996-1997 National Firearms Agreement 
(NFA), which tightened gun ownership and licensing requirements and removed 600,000 
guns from a country with a population of 20 million people, offers a potentially useful 
policy experiment to analyse this relationship. A decade later, there are three papers that 
have examined the effects of the NFA: Ozanne-Smith et al (2004), Baker and McPhedran 
(2006), and Chapman et al (2006). 

As its name suggests, the Australian National Firearms Agreement is a policy change that 
took place at the national level. In this sense, it is analogous to the 1994 US federal ban on 
assault weapons and large capacity magazines. In their study of that ban, Koper and Roth 
(2001a:33) found that ‘the ban may have contributed to a reduction in gun homicides, but a 
statistical power analysis of our model indicated that any likely impact from the ban will be 
very difficult to detect statistically for several more years’. Kleck (2001:79), in a criticism of 
that paper, argued that ‘longitudinal impact evaluations of unique macro-level interventions, 
such as a change in federal law, cannot be even minimally persuasive’ and that for this and 
several other reasons, publication of the article was misguided. 

The issues raised in the exchange between Koper and Roth (2001a, 2001b) and Kleck 
(2001) are important ones, that have implications for the statistical analysis of policy 
experiments and their interpretation. The fact that firearm control legislation is controversial 
makes it particularly important that researchers in the area undertake their work with a clear 
understanding of the limitations of statistical analysis, and that the robustness of the results 
is checked. 
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In this article, we discuss the results of the three Australian papers and their robustness to 
alternative specifications. Our comment focuses on four key issues: (1) whether and under 
what circumstances a pure time series study can identify the effects of national policy 
changes; (2) understanding the power of the tests used; (3) sensitivity to the model 
specification used; and (4) sensitivity to the time period used.  

A Brief Description of the Australian Studies 

In 1996, following the Port Arthur massacre, in which 35 people died, Australia’s federal 
and state governments agreed to the standardisation of firearms legislation across Australian 
states. A key provision of the 1996 National Firearms Agreement (NFA) was that certain 
types of semi-automatic rifles, and semi-automatic and pump action shotguns, were declared 
illegal. These weapons were subject to a buy-back under which owners who turned in newly 
illegal weapons were paid market prices (see Reuter and Mouzos 2003 for a more complete 
description of the NFA). Around 600,000 guns were returned and destroyed by September 
1997, around 20% of the stock of guns in Australia. The cost of the buy-back was around 
half a billion Australian dollars. Although it had fairly broad public support, the new 
legislation was nonetheless controversial, drawing heavy criticism from individuals and 
organizations involved in the sport of shooting and in hunting activities.  

A decade after the NFA was implemented, there have been three studies that seek to 
evaluate whether it was successful in achieving its key aims of reducing firearm deaths. 
Each uses data from 1979 to the early 2000s. The starting date in two of the three (Ozanne-
Smith et al 2004; Chapman et al 2006) appears to have been selected by data availability.1 
Baker and McPhedran (2006), on the other hand, graphed data going back as far as 1915, 
but their statistical analysis discarded all observations prior to 1979. Ozanne-Smith et al 
(2004) used state-level data, while Chapman et al (2006) and Baker and McPhedran (2006) 
used only national-level data on death rates. None of the studies included socio-economic 
control variables.  

Of the three studies, Chapman et al (2006) and Baker and McPhedran (2006) are the most 
directly comparable. Although they used almost the same data set, they come to quite 
different conclusions as to the results of the policy.2 To some extent, this derives from 
different empirical specifications.  

Baker and McPhedran (2006) estimated ARIMA(1,1,1) models on data from 1979 to 
1996 for firearm and non-firearm homicide, suicide, and accidental deaths, with the 
dependent variable being the number of deaths per 100,000 individuals (the death rate).3 
They then calculated mean projections for the years 1997 to 2004 and conducted a t-test to 
determine whether the projected series were statistically significantly different from the 
actual series. So far as we can determine, their test statistics did not account for the fact that 
the projections themselves are subject to uncertainty. However, they did perform a heuristic 
test that implicitly took this into account: graphing the 95% confidence interval around the 

                                                                                                                             
1  Data going back to 1979 at the national level are available from Australian Bureau of Statistics (ABS) 

publications, but earlier data must be purchased from ABS Consultancy Services. 
2  Chapman et al (2006) exclude data after 2003 from their analysis, based on concerns over data reliability. The 

number of deaths identified in each year differs somewhat between Chapman et al (2006) and Baker and 
McPhedran (2006). It is unclear why this is the case. 

3  ARIMA(1,1,1) refers to an auto-regressive integrated moving-average model, with integration of order 1 and 
first-order serial correlation and moving average components.  
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point estimates, and identifying statistically significant departures from the model as 
occurring if the actual series passed outside the confidence interval.  

Baker and McPhedran (2006) found that there was a statistically significant drop in 
firearm suicides after 1997, and no statistically significant change in firearm homicides, or 
non-firearm suicides or homicides. They concluded that ‘suicide rates in Australia were 
highly influenced by other societal changes, confounding the ability to discern any effect on 
firearm suicides that may have resulted from the NFA’ and that ‘[h]omicide patterns 
(firearm and non-firearm) were not influenced by the NFA, the conclusion being that the 
gun buy-back and restrictive legislative changes had no influence on firearm homicide in 
Australia’ (2006:463). 

Chapman et al (2006) used a negative binomial regression, which ensured that they did 
not predict negative death rates (we return to this issue below). Unlike Baker and 
McPhedran, they did not allow for the possibility that there is serial correlation in the data, 
but they did include controls for pre-existing trends in death rates, and allowed for the NFA 
to affect the death rate in two ways: through a level shift, or by affecting its rate of change. 
They found what appear to be statistically significant downward movements in both firearm 
suicides and homicides, and a faster rate of decrease in those series after 1997 (although in 
the case of firearm homicides, this is not statistically significant). They also recognised the 
possibility of method substitution, and concluded that the fact that non-firearm deaths also 
decreased after 1997 suggested that method substitution did not occur. Unlike the other two 
studies, Chapman et al examined mass shootings, pointing out that while Australia averaged 
one mass shooting per year in the decade prior to 1997, there were no mass shootings in 
Australia during the decade 1997-2006. They therefore argued that the NFA was successful 
in its key aim of preventing further firearms massacres.4 

Ozanne-Smith et al (2004) took a somewhat different approach, using sub-national 
variation. The authors noted that the state of Victoria tightened firearm legislation in 1988, 
and argued that the implementation of the NFA in 1996-97 meant that the other Australian 
states and territories ‘caught up’ with Victoria’s tougher legislation.5 They then estimated a 
Poisson model that compared the rates of decline in firearm deaths in Victoria relative to the 
rest of Australia after 1988 and then again after 1997. Because they used sub-national 
variation in policy, they were able to control for any national-level changes in firearm death 
rates by including a full set of year dummy variables, rather than relying on time trends. 
They found that there was a significant decline in firearm deaths in Victoria relative to the 
rest of Australia between 1988 and 1996, and that firearm deaths fell in the rest of Australia 
relative to Victoria after 1997, suggesting that the firearm legislation had significant impacts 
on deaths. The largest effect was found in suicides. They do not, however, consider the 
possibility of method substitution. 

The three studies therefore agreed on several key points. First, firearm suicides dropped 
after 1997, and this drop was statistically significant and large in magnitude. Second, 
firearm homicides dropped substantially, although statistical tests may not find this drop to 
have been statistically significant. And third, although it cannot be ruled out, there does not 
appear to have been substantial method substitution, since non-firearm death rates also 
                                                                                                                             
4  Chapman et al do not estimate the statistical significance of this difference, but given the prior history of mass 

shootings in Australia, the probability that this change in the frequency of mass shootings was due to mere 
chance is well below 1%.  

5  In the case of the gun buy-back, this assumption is clearly violated. Reuter and Mouzos (2003:132) show that 
the number of firearms handed back in Victoria in 1997 was 4,300 per 100,000 people, a higher rate than for 
Australia as a whole (3,400 per 100,000 people).  
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decreased. Despite what would appear to be considerable agreement, however, the 
interpretation of the findings in the three papers was quite different, and the debate in the 
Australian media over the results has been quite heated. Ozanne-Smith et al (2004) and 
Chapman et al (2006) argued that the statistical evidence favours the conclusion that firearm 
deaths fell and the NFA was effective. Baker and McPhedran, on the other hand, have 
interpreted the evidence as showing that the NFA had no effect.6 

We now turn to an analysis of key concerns we have with the interpretation of these 
studies, and of the methodology used. Our focus here will be on Baker and McPhedran 
(2006), although we will also comment on the other two papers throughout. 

Use of Time Series Variation to Estimate the Effects of National 
Law Changes 

Kleck (2001:79) argued that one can never make any claims as to the effect of a national law 
change because ‘[w]e just do not have the macro-level data to measure most crime-related 
variables at regular intervals between census years. This is the main reason why longitudinal 
impact evaluations of unique macro-level interventions, such as a change in a federal law, 
cannot be even minimally persuasive.’7 This point is based on earlier work published in Britt 
et al (1996), which argues that an appropriate control needs to be identified in order to 
account for these unobserved determinants of firearm death rates. 

Baker and McPhedran (2006) were clearly aware of the value of having a control group, 
but are confused about how to identify such a control group and how to use it in a statistical 
model. They stated that ‘[t]he inclusion of suicide and homicide by methods other than 
firearm provided a control against which the political, social and economic culture into 
which additional legislative requirements for civilian firearm ownership occurred could be 
evaluated, as well as determining the level of method substitution within homicide and 
suicide’ (2006:457).  

Britt et al (1996) argued against the use of non-firearm death rates as a control for firearm 
death rates, since the two may be determined by different underlying socio-economic 
factors. However, the comments by Baker and McPhedran raise another, perhaps more 

                                                                                                                             
6  This is broadly the conclusion in their published paper. Statements to the media, however, were much stronger. 

In a summary of the research released at the Sporting Shooters’ Association of Australia website, the 
conclusions are:  

 • ‘The reforms did not affect rates of firearm homicide in Australia. 
 • The reforms could not be shown to alter rates of firearm suicide, because rates of suicide using other 

methods also began to decline in the late 1990s. 
 • … 
 • It must be concluded that the gun buyback and restrictive legislative changes had no influence on 

firearm homicide in Australia. 
 • The lack of effect of a massive buyback and associated legislative changes in the requirements for 

obtaining a firearm licence or legally possessing a firearm has significant implications for public and 
justice policy, not only for Australia, but internationally.’  

 Source: ‘Gun Laws and Sudden Death: Did the Australian Firearms Legislation of 1996 Make a Difference? 
Executive Summary’. Available online on 18 December 2007, from www.ic-
wish.org/Executive%20Summary.pdf  

7  Koper and Roth are clearly aware of these difficulties, and highlight them in their paper, noting that ‘the law 
has not produced a clear impact on gun violence’ (2001a:69), although they suggest that the ban likely 
‘contributed to a reduction in gun homicides’ (2001a:33).  
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important concern – specifically, that the possibility of method substitution invalidates the 
use of the non-firearm death rate as a control for the firearm death rate. If the gun buy-back 
caused an increase in non-firearm homicides, the non-firearm homicide rate cannot be a 
good control for the firearm homicide rate. A formal discussion of the problems that arise 
when attempting to identify the effect of national policy changes using only time series data, 
or using non-firearm deaths both as a control group and to examine substitution effects, is 
set out in Appendix A. 

It is unfortunate that such factors make it extremely difficult to draw conclusions on the 
effects of national-level policy changes using only time series data, given that such policy 
changes are often of high policy importance. Kleck (2001) appears to argue that these types 
of problems mean that such studies should not be undertaken at all.8 On the other hand, such 
studies may be able to provide indicative evidence, even if it is not conclusive, and perhaps 
may point researchers to areas where more research is needed. We do think, however, that 
researchers need to be aware of the drawbacks of such studies. 

These lessons do not appear to have been learned by Baker and McPhedran (2006). That 
paper’s conclusions appear to draw opportunistically on either method substitution or 
underlying trend arguments to justify a conclusion that the NFA had no effect, even when 
the statistical tests they used suggested otherwise. For instance, they found a statistically 
significant decline in firearm suicides following the introduction of the NFA, but no 
statistically significant decline in non-firearm suicides. Yet they argued that they cannot say 
that the NFA had any effect on firearm suicides because non-firearm suicides began to 
decrease after 1999. In analysing whether there was method substitution in homicides, the 
logic becomes rather more twisted. Baker and McPhedran (2006:461) stated that, although 
there was no statistically significant change in either firearm or non-firearm homicides, and 
thus no evidence that there was method displacement, there was a ‘theoretical possibility 
that displacement from firearm homicide to other methods may have occurred at an 
increasing rate throughout the entire time series, potentially contributing to the relatively 
stable rate of non-firearm homicide over time’ (presumably counteracting what would 
otherwise have been a downward trend in non-firearm homicides), although they 
immediately state that they do not empirically assess this possibility. 

Chapman et al (2006) took a fairly similar approach to Baker and McPhedran (2006), in 
that they separately estimated models of firearm and non-firearm death rates, and discussed 
the problem of method substitution. Their conclusions are therefore subject to the same 
concerns regarding the use of purely time-series techniques to analyse the effects of policy 
changes. The authors were clearly aware of this, stating that ‘[g]iven the observational 
nature of the data available … conclusions regarding the causality of the association must 
remain interpretive rather than definitive’ (Chapman et al 2006:366).  

Ozanne-Smith et al (2004) on the other hand, accounted for the problem of identifying an 
appropriate control group by using changes in firearm deaths in Victoria as a control for 
firearm death changes in the rest of Australia. Some concerns may remain, however. To the 
extent that the NFA did have some effect on Victorian firearm death rates, their estimates 
will understate the magnitude of the NFA’s effect. On the other hand, not including 
variables that control for possible determinants of firearm death rates opens the possibility 

                                                                                                                             
8  Although much of Kleck (2001) focuses on the relatively small impact that the 1994 US federal ban on assault 

weapons and large capacity magazines had on overall gun ownership (a critique that is not applicable to the 
Australian NFA), Kleck concludes by saying ‘there is no effective way to assess the impact on crime rates of a 
unique national policy change’ (2001: 80). This critique is potentially applicable to the Australian reform. 
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that confounding factors could be responsible for the differential rates of decline in firearm 
deaths. It should be noted that none of the three papers attempts to include other socio-
economic controls, however.  

Statistical Significance and the Power of Tests 

A common axiom in empirical research is that if a test fails to reject the null hypothesis, the 
researcher should not automatically accept the null hypothesis. If the sample size is small or 
the dependent variable is mis-specified, the test is commonly described as being ‘weak’. In 
such an instance, there may well be a true effect, but the test lacks the statistical power to 
identify the effect at conventional levels of statistical significance. When statistical tests are 
weak, the proper approach is to focus attention on the point estimates and their associated 
standard errors (McCloskey & Ziliak 1996). 

This point is well known in the literature on the effectiveness of firearms legislation. 
Indeed, Koper and Roth (2001b) emphasised this point in their response to Kleck (2001), 
noting that their statistical tests had extremely low power so that despite their finding of a 
drop in firearm deaths that was very large in magnitude, they were unable to reject the null 
hypothesis of no effect on statistical grounds.  

Chapman et al (2006), alone of the three studies, note the likely low power of the tests 
given the volatility of the data and the relatively short time series available. Baker and 
McPhedran (2006) do not discuss the power of their tests at all, moving almost seamlessly 
from findings that there was not a statistically significant decrease in firearm homicides to 
stating that ‘[h]omicide patterns (firearm and non-firearm) were not influenced by the NFA, 
the conclusion being that the gun buy-back and restrictive legislative changes had no 
influence on firearm homicide in Australia’ (2001:463). They nowhere attempt to interpret 
the magnitude of the effect, using statistical significance as the sole criterion for assessing 
the effectiveness of the NFA. 

Model Specification and Robustness of the Results 

Particularly in the case where estimates are based on a potentially weak source of 
identification, it is useful to examine the robustness of the results to alternative model 
specifications. Britt et al (1996) discuss the need to test the sensitivity of estimates of 
firearm law changes to changes in model specification. Unfortunately, none of the three 
papers considered here presents the results of more than a single regression for each type of 
death examined, and little attention is paid to alternative specifications. In this paper, we 
show that even small changes to the model can result in important differences in the 
conclusions. We illustrate in relation to Baker and McPhedran (2006), whose modelling 
strategy we consider, for reasons explained in the text, to be particularly questionable. We 
vary their specification in only two ways: changing the time period used in the analysis and 
the functional form of the estimating equation. 

Length of the Time Period Used 
Britt et al (1996:371) highlight the possibility that results may be highly sensitive to changes 
in the time period used in the analysis of policy changes: ‘Since the evaluation of a law’s 
effectiveness may vary with the specific time series used, there is the potential for research 
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outcomes to be manipulated merely by the timing of the study.’ They argue that checking 
robustness to the time series used is an important part of serious empirical research. 

None of the three studies of the Australian NFA assess the sensitivity of their results to 
changes in the time period under examination. All begin their sample in 1979 and end with 
the most recently available data.9 As mentioned earlier, in two of the three cases, this 
appears to have been due to data limitations.  

The exception is Baker and McPhedran (2006), who show graphs of Australian homicide 
and suicide rates from 1915 onwards. Despite the fact that they have 95 years of data, their 
empirical analysis uses only 26 years of data (1979-2004), and their ARIMA model is 
estimated on data from 1979 to 1996 only. 

There is no discussion in Baker and McPhedran as to the reasons for restricting their 
sample to the shorter time period. We can think of two possible explanations. First, there 
may have been a structural break in the series from 1978 to 1979. Baker and McPhedran do 
not attempt to make that argument, however, and we can see no obvious reason why there 
should have been a structural break in 1978-79. The second possible reason is that the data 
may have come from different sources, or have been calculated differently. The ABS 
provides data on deaths due to assault and deaths due to self-harm in its Cause of Death 
publications going back to 1915. While there have been revisions to the categories of causes 
of death, including a move from the use of ICD-8 to ICD-9 categorisation in 1979, this 
seems unlikely to have greatly affected estimates of suicide or homicide deaths. As 
Kriesfeld & Harrison (2005) show in the case of the shift from ICD-9 to ICD-10, the 
recategorisation of ICD codes tends to have virtually no impact on the well-established 
categories of homicide and suicide.  

The problems with using a short time series are compounded by Baker and McPhedran’s 
use of an ARIMA(1,1,1) model. In the late 1970s and early 1980s, firearm homicide and 
suicide rates were very high, relative to historical averages. Estimating a time-series model 
with a linear time trend from a local maximum will bias the results to finding a long-term 
declining trend, resulting in predictions of firearm death rates that are relatively low. Thus, 
such models will almost certainly underestimate any downward shift in firearm death rates 
post-NFA. Although a similar criticism could be applied to Chapman et al (2006), in their 
case the use of a negative binomial specification alleviated some of the problems associated 
with choosing a starting point of 1979. That said, using the same modelling technique as 
Chapman et al but extending the period back in time also increases the estimated effect of 
the NFA in reducing firearm homicides and suicides. Ozanne-Smith et al (2004) also used 
1979 as their starting point, but their estimates are not biased by that choice because they 
used sub-national variation and include Australia-wide year fixed effects in their model.  

How much difference does the choice of starting point actually make to the results? We 
begin by attempting to replicate the results in Baker and McPhedran (2006), and then extend 
the time series under consideration.10 Table 1 shows how this affects the results as reported 

                                                                                                                             
9  An exception is Chapman et al (2006), who exclude data from 2004 that was considered to be of dubious 

quality. No results are reported in that paper from different time periods, however. 
10  We could not obtain the full set of data underlying Figures 1 and 2 in Baker and McPhedran (2006) from the 

corresponding author. Our results are therefore based upon Table 1 in Baker and McPhedran (2006), 
supplemented with data kindly provided by Jenny Mouzos of the Australian Institute of Criminology, and the 
most recent population data from the Australian Bureau of Statistics. We first used precisely the data laid out in 
Baker and McPhedran (2006) and estimated ARIMA(1,1,1) models for the period 1979 to 1996. We did not 
have access to the same statistical package used by Baker and McPhedran, and initially used STATA. STATA 
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by Baker and McPhedran (2006). Details of the parameter estimates in the ARIMA(1,1,1) 
model are in Appendix Table B1.  

Table 1:  Comparison of predicted and observed rates of firearm homicide and 
suicide, ARIMA(1,1,1) model (dependent variable is the number of deaths 
per 100,000 people) 

Note: Figures in the column headed ‘BM’ are taken directly from the text in Baker and McPhedran (2006). 
Replication shows our best attempts to produce the same results, using the same time period (1979-1996). 
Predicted rate is based on estimating an ARIMA model using data up to 1996, and forecasting out to 2004. 
Observed rate is the average in the data from 1996 to 2004. Lives saved per year is calculated by multiplying the 
difference (change in the rate per 100,000 people) by 200 (since the population of Australia is 20 million). The 
model estimates and predictions are from R. 

Several points are notable. First, as expected, predicted firearm suicides and homicides 
after 1997 are considerably smaller when data from 1979 onwards is used, than when the 
full data set is used. The models estimated from the longer time series suggest that there 
were on average 250 fewer firearm deaths per year after the implementation of the NFA 

                                                                                                                             
did not yield estimates similar to those reported by Baker and McPhedran. For instance, the firearm homicide 
model did not converge. Simply changing the population figures to more recent ABS estimates helped 
somewhat. Switching to the statistical package R brought our estimates considerably closer to those in Baker 
and McPhedran; the results reported here are therefore from R. We consider the estimates from R to be more 
reliable, but the sensitivity of the estimates to the statistical package used is somewhat concerning, and itself 
suggests that the ARIMA(1,1,1) specification is not ideal. Note, however, that regardless of the statistical 
package used, and despite coming quite close on firearm suicides, we could not replicate Baker and 
McPhedran’s predictions of the average firearm homicide rate after 1997 in the absence of the NFA. We also 
note that the statistical ‘test’ used by Baker and McPhedran is more heuristic than formal. McDowall and 
Loftin (2005) discuss more formal tests for structural breaks in an I(1) model. Here, we nonetheless use the 
methods described in Baker and McPhedran, in order to focus attention on the robustness of the results to 
modelling changes. All data used in this paper and the programs used to obtain the statistical results (in 
STATA and R), as well as details of those results in numerical and graphical form, are available at 
www.wlu.ca/sbe/cneill.  

BM

Panel A: Dep Var is Firearm Homicide

Predicted rate 0.28 0.303 0.450 0.400
Observed rate 0.27 0.269 0.269 0.269
Difference -0.01 -0.034 -0.181 -0.131
P (Predicted≤Observed) 0.14 0.0248 0.0002 0.0011

Lives Saved per Year 2 7 36 26

Panel B: Dep Var is Firearm Suicide

Predicted rate 1.85 1.854 2.465 2.020
Observed rate 1.22 1.230 1.230 1.230
Difference -0.630 -0.624 -1.235 -0.790
P (Predicted≤Observed) 0.001 0.0000 0.0000 0.0000

Lives Saved per Year 126 125 247 158

Replication
Full Sample 
(1915-2004)

Extend by a Decade 
(1969-2004)
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than would have been expected based on the predictions from the ARIMA model – close to 
double the numbers implied by Baker and McPhedran’s estimates.  

A second key concern with the time period selected by Baker and McPhedran is that 
estimating an ARIMA(1,1,1) model using data only from 1979-1996 is dubious, especially 
for firearm homicides. The point estimates over the shorter time period are sensitive to the 
specification, and even to the statistical package used. This partly reflects the well-known 
difficulties associated with estimating an ARIMA model with such a short time series. 
However, it also reflects the fact that the ARIMA(1,1,1) model appears to be inappropriate 
in this case – simple statistical tests reject the hypothesis that Australian homicide rates 
follow a non-stationary process.11 Baker and McPhedran present no statistical tests to show 
whether this model is appropriate. Augmented Dickey-Fuller tests, which are a simple way 
to determine whether a series is integrated (non-stationary), are shown in Appendix Table 
B2. They strongly reject the null hypothesis that the series are integrated in the case of 
firearm and non-firearm homicides. 

Third, these results are not driven by some distant historical episode. The final column of 
Table 1 shows that even if we extend the sample period by only a decade, the probability 
that firearm deaths were not lower than would be expected based on a simple ARIMA(1,1,1) 
model is well below 1% for both homicides and suicides.  

Model Specification: The Resurrection Problem 
In modelling death rates, particularly where the absolute number of deaths is rather small, it 
is important to carefully consider whether the model used is appropriate to the task. Most 
empirical models of death rates consequently use an empirical specification appropriate to 
count data (Poisson or negative binomial) or take other steps to ensure that predicted death 
rates do not fall below zero (using the natural logarithm of the death rate as the dependent 
variable, or explicitly allowing for zero observations through a Tobit model, for instance). 

As the dependent variable, Baker and McPhedran (2006) use the number of deaths of a 
particular type per 100,000 people. If the firearm death rate were high and stable, this might 
not present a problem. However, since the firearm death rate is low and volatile, the 
estimates in Baker and McPhedran place a non-zero probability on the death rate for 
accidental firearm deaths and firearm homicides falling below zero. As is shown graphically 
in Figure 1 (which merely repeats figures 4A and 5 from Baker and McPhedran 2006), it 
cannot be rejected at the 95% confidence level that there will be negative deaths after 1994 
for accidental firearm deaths, and after 2004 for firearm homicides. Projecting out further, 
the models predict that by 2010, deaths attributable to assault with a firearm or an accidental 
firearm incident would be negative. This is concerning: an effective modelling strategy 
should place a zero probability on the occurrence of a logically impossible event. 
Furthermore, it points clearly to the issue raised earlier of the low power of the tests. If, in 
order for Baker and McPhedran to be satisfied that firearm homicides fell after 1997, there 
must be a negative number of firearm homicides, then the test clearly has no statistical 
power. 

                                                                                                                             
11  McDowall (2002) notes that to date little attention has been paid to the possibility that crime rates can be 

described by non-stationary processes. Using a time series from 1925 to 2000, described in McDowall and 
Loftin (2005) as ‘short’, he finds that US homicide rates are well-described by an I(1) model with first-order 
serial correlation. 
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Note: Panels are from Baker and McPhedran (2006). First panel shows their Figure 4A (firearm homicide rate per 100,000 
people) and the second panel shows their Figure 5 (accidental firearm death rate per 100,000 people). 
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There are straightforward and well-known solutions to this problem. In order to ensure 
that predicted death rates are always positive, researchers can use a Poisson model, or take 
the log of the rate, rather than the rate itself. Such approaches are common in studies of the 
impact of gun laws on deaths (see e.g. Ozanne-Smith et al 2004; Duggan 2001; Beautrais et 
al 2006; Chapman et al 2006). Indeed, we have been unable to find another study examining 
firearm-related deaths that simply uses the death rate as a dependent variable with no further 
specification checks. 

We check the sensitivity of Baker and McPhedran’s results to the use of a log rather than 
a levels specification. Table 2 shows estimates of the post-1996 reduction in deaths, taken 
from ARIMA(1,1,1) models with the dependent variable as the log of the death rate, both 
for the period 1979-2004 and for the full period 1915-2004. The coefficient estimates are 
converted into level terms to facilitate comparison. The results show an increase in the 
predicted death rate in the log model compared with the levels models shown in Table 1. 
More importantly, though, there is a very clear reduction in the probability that the observed 
series is greater than the predicted series for firearm homicides in the model estimated from 
1979 to 1996. The estimated probability that the predicted series is smaller than the actual 
series drops from 2.5% to 0.26% (compare the second columns of Table 1 and Table 2). 
Thus, there is extremely strong evidence in this model that the observed firearm homicide 
rate was lower after 1997 than would have been expected based on an ARIMA(1,1,1) log 
model estimated from 1979 to 1996.  

Table 2:  Comparison of predicted and observed rates of firearm homicide and suicide, 
ARIMA(1,1,1) model (dependent variable is the death rate) 

 BM

Dep Var is 
rate

Dep Var is 
log rate

Dep var is 
log rate

Panel A: Dep Var is Firearm Homicide

Predicted rate 0.28 0.338 0.446
Observed rate 0.27 0.269 0.269
Difference -0.01 -0.069 -0.177
P (Predicted≤Observed) 0.14 0.0026 0.0002

Lives Saved per Year 2 14 35

Panel B: Dep Var is Firearm Suicide

Predicted rate 1.85 1.941 2.396
Observed rate 1.22 1.230 1.230
Difference -0.63 -0.712 -1.166
P (Predicted≤Observed) 0.001 0.0000 0.0000

Lives Saved per Year 126 142 233

1979-1996 1979-1996 1915-1996
Replication Full Sample 

 
Note: Figures in the column headed ‘BM’ are taken directly from the text in Baker and McPhedran (2006). The 
other columns use the log of the death rate, rather than the death rate itself, as the dependent variable in the model 
estimated to obtain forecasts. These forecasts are then converted back to a death rate, to ensure comparability with 
Table 1. Model estimates and predictions are from R. 
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Note that a part of our concern with the model specification in Baker and McPhedran 
(2006) is the combination of the ARIMA(1,1,1) model – and in particular the assumption 
that the series are integrated –, the 1979 starting date, and the use of levels rather than logs. 
We present results from the ARIMA(1,1,1) models here, in order to show how sensitive the 
results are to even small specification changes. (The results from AR(1) models or from 
simple linear regression models that incorporate time trends typically yield point estimates 
of a similar or larger magnitude to those shown here.12) 

Here again, our criticism on model specification is unique to Baker and McPhedran’s 
analysis. Both Ozanne-Smith et al (2004) and Chapman et al (2006) use techniques (Poisson 
and negative binomial regression respectively) that rule out the possibility of negative 
deaths. In addition, the specification used by Chapman et al (2006) (allowing for both trend 
breaks and breaks in the level of the series) appears, if anything, to work against finding any 
effect of the NFA.  

Conclusion 

This article has reviewed the available evidence on the effects of Australia’s National 
Firearms Agreement on homicide and suicide rates. While we mainly focus on general 
methodological points, it is useful to consider whether we can confidently draw any 
conclusions from the three studies currently available.13  

Although we can point to flaws in all three papers, we believe that Baker and McPhedran 
(2006) contains too many statistical and interpretive deficiencies, several of which are 
outlined above, to enable objective readers to rely on it to any extent. Chapman et al (2006) 
provide useful summary evidence on the trends in firearm and non-firearm deaths, and 
uniquely among the three, also some evidence on mass shooting events. Their empirical 
model is reasonable, although some testing of alternative specifications and time periods 
would have been helpful to the paper. If anything, their empirical strategy and use of 1979 
as a starting point bias their results against finding a downward shift in firearm death rates 
coincident with the NFA. Ultimately, however, as the authors themselves acknowledge, they 
cannot be sure that any decline in firearm death rates after 1997 is causally related to the 
NFA. 

Of the three, Ozanne-Smith et al (2004) have the most satisfying identification strategy, 
relying on an earlier policy change in Victoria and cross-state differences in firearm 
homicide and suicide rates to identify a plausibly causal effect of tighter firearm regulations. 
They find a 14% drop in death rates in the rest of Australia relative to Victoria after 1997, 
mostly due to lower firearm suicide. It is likely that this identification strategy too would 
have underestimated the effect of the NFA, since there is a reasonable possibility that the 
NFA had some effects in Victoria (a substantial number of guns were handed in by 
Victorians under the buy-back). A key weakness of the paper is that it does not consider 
whether there is evidence of method substitution. Further, recent advances in techniques for 
dealing with policy experiment studies with small numbers of policy changes (Bertrand et al 
2004) suggest that there may be some concerns with the calculation of standard errors in that 
paper. 

                                                                                                                             
12  Results available on request. 
13  In principle, a variety of statistical approaches could be used to model the effect of the NFA on firearm deaths. 

Exploring the full gamut of approaches may be a useful exercise, but it is beyond the scope of this paper. 
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Given that the time series and other available evidence to date suggest a substantial fall in 
firearm deaths, can we say there was (likely) a decline in overall homicides and suicides 
following the NFA? Making such an inference would require a conclusion to be drawn on 
method substitution. Here, Ozanne-Smith et al (2004) provide no guidance; the best 
evidence we have to rely on is the time series evidence. In our view – and the views 
expressed in Baker and McPhedran (2006) and Chapman et al (2006) – the lack of any 
marked, sustained increase in non-firearm suicide or homicide rates after 1997 suggests 
there is little reason to suspect any long-run method substitution effect. It is, however, 
difficult to be certain of this without first having in place a model that satisfactorily explains 
movements in total deaths, and simple time-series models are not sufficient in this regard. 
Further, it would likely be difficult to identify method substitution if it occurred, given that 
in Australia, firearm deaths are small relative to total numbers of deaths and to the volatility 
in overall deaths. Despite these difficulties, and although we cannot rule out the possibility 
that non-firearm suicide and homicide would have fallen faster in the absence of the NFA, 
the fact that overall violent deaths have fallen since 1996 suggests there has not been 
substantial method substitution.  

As we point out in our re-analysis of some of the findings in Baker and McPhedran 
(2006), the high degree of variability in the underlying data and the fragility of the estimated 
results with respect to different specifications and even statistical packages used, suggest 
that time series analysis alone cannot conclusively identify the effect of a national law 
change on death rates. However, to the extent that the available evidence points anywhere, it 
is towards the conclusion that the NFA reduced gun deaths. 

The main thrust of this article, however, has been to raise some methodological concerns 
with the existing studies – in particular, regarding robustness to small changes in the time 
period and the model specification. 

Aside from the question of the robustness of the results, a critical issue is whether time 
series analysis alone can ever be definitive in drawing conclusions about the effects of 
national policy changes. In the appendix to this article we show that it cannot, except under 
certain rather stringent assumptions. We do not believe that this means that such analysis is 
not worth undertaking or publishing. However, authors do need to be careful in interpreting 
their results. 

Finally, it would be simple for researchers to make publicly available their statistical 
programs and data, allowing others to replicate their work. In two of the three papers we 
examine, researchers provide the full data set used in their empirical work in their paper, but 
even then it is difficult to replicate the results described in published papers because of 
uncertainties regarding the precise specification used.14 The additional cost of making the 
data available in a package ready for statistical analysis and posting the statistical programs 
used to generate the final results (which in each case appears to have involved a single 
regression for each type of death examined) would be small. This would assist other 
researchers in satisfying themselves as to the validity of the results.15 

                                                                                                                             
14  The term ‘replicate’ has been the subject of some recent controversy. Here, we use it in its most limited sense, 

to mean recovering the same estimates in a published paper using the same data set. We see such ‘replication’ 
as a first, rather than a final, step in assessing a paper’s conclusions. 

15  All data and statistical programs used in this paper are available at: www.wlu.ca/sbe/~cneill  
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Appendix A. A Simple Model of Controls Versus Substitutes 

The following discussion is framed in terms of suicide, where method of choice has been 
more commonly studied, but the analysis could be applied equally to murder. It is described 
in terms of firearm and hanging, simply to make the model more concrete and relevant to 
the issues discussed in this paper. Suppose these are the only two possible forms of suicide, 
and that numbers of suicides per year in a particular country are determined by: 

Firearmt = α1 + β1Xt + ρ1gunst + εt  (1) 
Hangingt  = α2 + β2Xt + ρ2gunst + υt (2) 

We assume that there are sufficient numbers of deaths that the errors are approximately 
normally distributed, and that there is no serial correlation in the error terms. We also 
assume that cov(εtυt) = 0. 

In this simple model, there are thus two reasons why firearm and hanging deaths may be 
related to each other. First, movements in Xt cause changes in deaths. This variable is 
intended as a simple representation of what Baker and McPhedran (2006) refer to as the 
‘political, social and economic culture’, which may affect the decision to suicide. Suppose, 
for instance, that increases in the unemployment rate increase the numbers of suicides – then 
Xt is the unemployment rate and β1 and β2 would be positive. For the purposes of evaluating 
the effect of changes in the gun laws, we are not concerned about these coefficients, except 
that we want to ensure that we do not mis-attribute falls in firearm-related suicides to 
general social changes. 

The variable gunst represents the legal environment around gun ownership. The model 
above allows that changes in gun laws may have led to changes in both firearm and hanging 
suicides. The simple intuition that drives tightening of gun laws is typically that ρ1 would be 
negative: a tightening of gun laws would reduce firearm-related suicides. However, there is 
a possibility that method substitution may occur, so that changes in gun laws that reduce 
firearm-related suicides may actually increase suicides by hanging. 

Given this model, total suicides are:  

Suicidet  = Firearmt + Hangingt  
 = (α1+α2)+ (β1+β2)Xt + (ρ1+ ρ2)gunst + (εt + υt) 
 = (α1+α2)+ (β1+β2)Xt + (ρ1+ ρ2)gunst + μt (3) 

The central questions for this paper are: 
(1) is ρ1 negative? (did firearm-related deaths fall after the change in laws?); 
(2) is ρ2 positive? (was there method substitution?); and 
(3) is (ρ1 + ρ2) negative? (did overall suicides fall after the change in laws?) 

A way of determining this would be to estimate a stacked model: 

Firearmt  
 = α1 + β1Xt + ρ1gunst + α2Ht + β2(Ht Xt)+ ρ2(Htgunst)+ μt (3) 
Hangingt   
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Suppose, however, that we have no information on X available to us. Can we answer these 
questions? There are two possibilities. First, if β1 = β2, then there is a potentially simple 
solution: subtract hangings from firearm deaths, so that we have:  

Firearmt – Hangingt = (α1 – α2) + (β1 – β2) Xt + (ρ1 – ρ2)gunst + (εt + υt)   
  = (α1 – α2) + (ρ1 – ρ2)gunst + (εt + υt)  (4) 

In this case, however, we will only be able to test the third of the propositions – we will not 
be able to say anything about the impact on firearm-related suicides, or on method 
substitution – and that only implicitly by assuming that ρ1 <0 and that ρ2 >=0. The 
assumption that firearm and hanging deaths respond in the same way to the same stimuli is 
also unsatisfactory.16 For example, if unemployment rates affect suicides in low-income 
families more than in high-income families, but firearms tend to be owned by high-income 
families, then β1 ≠ β2. 

What if we simply omit Xt and perform the stacked regression analysis described in (3)? 
Then we have:  

Firearmt

 = α1 + ρ1gunst + α2Ht + ρ2(Htgunst)+ ζt (5) 
Hangingt 

where ζt = β1Xt + β2(Ht Xt)+ μt. Estimates of ρ1 and ρ2 will be biased and inconsistent if 
there is any correlation between Xt and gunst. Given the particular nature of this model, 
where there is only time series variation, and where gunst is a dummy equal to one after 
1997, this is inevitable if there is any time-series variation in Xt. This is roughly similar to 
the problem of using a difference-in-difference estimator with time series variation and 
serial correlation as described in Bertrand et al (2004), except that in this case the lack of a 
reasonable control group exacerbates the difficulties. Suppose, for instance, that a drought 
tends to lead to higher firearm suicides, but not higher suicides by hanging (Xt is drought, β1 
> 0, β2 = 0). Then the Australian drought of the mid-2000s should have led to more firearm 
suicides, but not hangings. Failing to account for this in estimating (5) would see all those 
excess suicides attributed to the NFA; that is, the estimate of ρ1 would be biased in a 
positive direction.  

In short, time series variation in and of itself is unable to recover plausible estimates of 
the effect of the Australian gun laws on deaths, except in the presence of extremely 
restrictive (and probably inaccurate) assumptions on the determinants of the numbers of 
deaths. Without having some credible control group – or at a minimum a model that 
introduces time-varying factors that affect homicide and suicide rates, such as personal 
income growth, unemployment rates, or health and social program changes – we can draw 
no definitive conclusions on either the extent of method substitution, or on the underlying 
direction of overall homicide and suicide rates.  

                                                                                                                             
16  This is the concern that Britt et al (1996) have with the use of non-firearm deaths as a control for firearm 

deaths. 
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Appendix B. Details of Regression Results 
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Table B2: Augmented Dickey Fuller test results  

ADF statistic p-value ADF statistic p-value

1979-2004
No trend:

Firearm suicides 0.44 0.9817 1.16 0.9933
Firearm homicides -1.30 0.6296 -0.47 0.8990
Non-firearm suicides -1.62 0.4712 -1.60 0.4845
Non-firearm homicides -3.76 0.0033 -3.75 0.0035

With trend:
Firearm suicides -3.05 0.1200 -1.79 0.7106
Firearm homicides -5.44 0.0000 -3.66 0.0253
Non-firearm suicides -1.43 0.8510 -1.35 0.8734
Non-firearm homicides -3.69 0.0230 -3.70 0.0227

1915-2004
No trend:

Firearm suicides -1.98 0.2963 -0.45 0.9037
Firearm homicides -4.54 0.0002 -3.92 0.0019
Non-firearm suicides -2.38 0.1471 -2.28 0.1778
Non-firearm homicides -3.86 0.0024 -3.92 0.0019

With trend:
Firearm suicides -2.29 0.4389 -0.94 0.9516
Firearm homicides -4.53 0.0014 -3.94 0.0109
Non-firearm suicides -2.97 0.1398 -2.88 0.1696
Non-firearm homicides -4.33 0.0028 -4.37 0.0025

Level Log

 
Note: Coefficients in bold are significant at the 5% level. This indicates that there is substantial evidence against the null 
hypothesis that the series is integrated. That is, it indicates that an I(1) model is inappropriate for the particular series. 
Typically, the preferred ADF test statistic is one based on a model that allows for a time trend. 
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